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Abstract

In this paper we discuss classical and quantum information theory
with a focus on data compression and entanglement concentration. We
attempt to define the information-theoretic properties of physical sys-
tems and quantify the amount of information needed to represent them.
We begin by overviewing basic results about independent and identically
distributed (i.i.d.) sources before moving on to discuss non-i.i.d. grand
canonical ensembles of fermions and bosons and states of entangled qubits.
We present algorithms to compress bits and qubits from i.i.d. sources,
concentrate entanglement between two distant qubits, and compress data
from ensembles of fermions and bosons. We consider the limitations on
entanglement concentration algorithms for three qubits.

1 Introduction

All information is stored in physical systems. Even a basic unit of information
such as a bit, which describes a digit that is 0 or 1, must always be embodied in
some sort of system that has two states. In most computers a bit is implemented
with a circuit that can have two distinct voltages; in other settings bits are
implemented by the direction of a light switch, the presence of a flag on a ship,
or a simple “yes” or “no.” Each of these systems is quite different, but we can
represent the abstract mathematical concept of a bit in all of them.

There are other physical systems that store or output information, but we of-
ten need concepts more complicated than simple classical bits to describe them.
In this paper we consider a number of different “message sources,” which in
later sections will closely correspond to a number of different physical systems,
that output information in discrete blocks we call “messages.” This conceptual
framework for describing sources of information is applicable to a wide range
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of systems. A central focus of the paper will be on quantifying the informa-
tion contained in messages or sequences of messages from particular message
sources, and on constructing algorithms to move or concentrate the information
contained in messages into as few physical systems as possible.

1.1 Classical Information Theory

In classical information theory, we model a message source as something that
outputs a sequence of random variables, say X1, X5,---,X,,. These variables
take values in an alphabet of symbols, which can be finite or infinite. We will
only consider finite alphabets (e.g. the english alphabet, and not the set of
integers).

1.1.1 An i.i.d. Message Source

We make two more restrictions on the definition of our source. First, measure-
ments of variables must be independent. That is, the probability of measuring
X1 to be some particular letter of the alphabet must not be dependent on the
history of past measurements. Mathematically, that means that the total prob-
ability of measuring a sequence X1, Xs,---, X, should be equal to the product
of P(X1),P(X3),---, and P(X,). Second, variables must be identically dis-
tributed. Identically distributed does not mean that, when we measure X7, it
must have an equal probability of being any of the letters in the alphabet from
which it draws its values. Rather it means that the probability distribution of
values for X7 must be equal to the probability distribution of values for Xs.
For example, imagine you have N coins and you decide to create a string of
N random variables by flipping the first coin, then the second one, and so on.
This N coin message source is independent if the results of each coin flip do not
depend on the results of previous coin flips. It is identically distributed if each
coin has the same probability distribution of heads and tails. Sources which are
both independent and identically distributed are abbreviated as i.i.d. For many
sources (such as repeated flips of the same coin), it is difficult to separate the
concepts of independence and identical distribution because they often seem to
overlap, but hopefully this example elucidates the distinction.

1.1.2 Type Classes

Assume we have an i.i.d. source whose alphabet has two letters. We can repre-
sent its output as a string of bits by assigning one letter to “0” and the other
to “1.” The type of such a string, also known as its Hamming weight, is the
number of entries which are “1.” We define a type class (N, T) as the set of all
bit strings of length N with type T.

For i.i.d. sources, all strings in a type class have an equal probability of being
drawn. This is because the probability of drawing a particular string from an
i.i.d. source is invariant under permutations on its elements. The probability of
drawing “01,” for example, is equal to that of drawing “10” because sampling



each letter is an independent event, and the probability distribution from which
we acquire them is identical for both drawings. Since type classes are closed
under permutations, all strings in a type class have equal probability.

The number of strings in a type class is given by the binomial coefficient

() = rv =y @

We define (g) =1 for any p > 0 and (3) = 0 when r > ¢. Binomial coefficients
obey a simple recursion rule

N\ [(N-1 n N-1 @)
T) T T-1)
which may be diagrammed in a triangular array known as Pascal’s triangle,
shown in Figure 1. The equal probability of i.i.d.-sourced strings within a par-
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Figure 1: Pascal’s Triangle. Defining the top entry of the triangle to be (g) =1,
we find the value at any other entry by summing up the values of the two entries
above it, except at the edges, which are all set to 1. The result is a triangular
array of the binomial coefficients, where the value at the Tth element of the
Nth row is equal to (]q\f)

ticular type class will be critical to some of the algorithms we introduce later,
and Pascal’s triangle provides us with a convenient graphical way of thinking
about them.

1.1.3 Shannon Entropy

The information content of an i.i.d. message source X is quantified by the
Shannon entropy

H(X) =~ _p(a)log, p(a), (3)

where the sum is over all messages in the alphabet and the base two logarithm
indicates that we are measuring in bits [10]. For the remainder of this paper,
log(x) will denote the base two logarithm of z.



For a message source emitting fair coin flips, or any source with p(0) =
p(1) = 3, the Shannon entropy is simply

_% log (;) _ %log (;) — log(2) = 1 bit. (4)

We need one bit to represent two values, so we might expect any two-outcome
source to output one bit of information. However, for a message source emitting
unfair coin flips, say heads 70% of the time and tails 30% of the time,

7 7 3 3 .

How do we interpret this? We cannot physically represent 0.88 bits on a
classical computer and would need to use a full physical bit to store the result
of the unfair coin flip. However, Shannon’s noiseless channel coding theorem
[10] states that we only need nH (X)) bits to represent a sequence of n variables
from i.i.d. source X as n — oco. The low entropy of an unfair coin flip is relevant
not for single outputs from the source but for long sequences of outputs.

The proof of Shannon’s theorem centers on the idea of typical sequences of
outputs. As n — oo, there is a vanishing probability of drawing any length-n
sequence not in a set of typical sequences. For an i.i.d. source emitting 0 with
probability p and 1 with probability 1—p, the typical set is the set of all length-n
sequences with type n(1—p), i.e. with np Os and n(1—p) 1s. Assume we measure
n random variables from this source and obtain the sequence x1, 2, -+ ,x,. The
probability of obtaining this sequence in particular is

p(x1, @2, 2) = p(a1)p(x2) - plan) ~ p"P (1 — p)" 7P, (6)

where we have used the fact that X is independent to convert p(x1,xa, - ,x,)
to a product of individual probabilities, the fact that X is identically distributed
to conclude that each of those probabilities is either p or 1 — p, and the fact
that we have almost certainly obtained a typical sequence to conclude that np
of those probabilities are p and n(1 — p) of them are 1 — p.

All typical sequences are equally likely because they are members of the
same type class, so p(x1, 22, -+ ,x,) is not simply the probability of obtaining
a particular sequence of variables but the probability of obtaining any typical

. . 1 _
sequence. Therefore the number of typical sequences is P me ) OrP nP(1—

p)_”(l_p). Taking the logarithm-base-two of this expression, we see that

log (p‘”p(l — p)‘"“‘“) = —nplog(p) — n(1 — p)log(1 —p),

which is just nH(X), the entropy of the source times the length of the sequence.
Therefore there are 2"H(X) likely sequences.

We only ever need log(NV) bits to count N things, and to count N things is to
uniquely specify each one of them. If we obtain a random output X7, X5, -+, X,



from X, we know it is one of 2 (X) likely sequences. Since we only need nH (X)
bits to uniquely specify which likely sequence it is, we really only need nH (X)
bits to store it, not n. This is the essence of Shannon’s noiseless coding theorem,
which is a foundational result in classical information theory [10].

We can think of the Shannon entropy as the amount of information we gain
when we measure a random variable, or, equivalently, our uncertainty about
the value of a random variable before we measure it [7]. For example, a fair
coin gives us one bit of new information every time we flip it, and we only
flip it because we are completely uncertain of its outcome beforehand. More
concretely, the Shannon entropy is the minimum number of bits, divided by n,
that we need to store all information contained in a string of random variables
of length n. It is only because the Shannon entropy quantifies a lower bound
for the resources we need to store all the information in a sequence that it has
the qualitative meaning of describing how much information a sequence actually
contains, and how much we learn by measuring it.

Note how the concept of data compression has surfaced in our discussion of
entropy. If a string of length n only contains nH (X) bits of information, then
why not store it in that many bits? The idea of likely sequences immediately
suggests a scheme for compression: order the set of all sequences by their relative
likelihood. Map the most likely sequence to 0 (binary 0), the next most likely
as 1 (binary 1), the next most likely as 10 (binary 2), and so on. Sequences
with the same probability can be ordered in any way desired. Stop when you
have labeled nH (X) sequences. Replace your string of length n with its shorter
label. If you can reconstruct the ordering of states based on your knowledge of
the message source, you can recreate the original string from its label. This is
a basic algorithm for data compression that follows naturally from Shannon’s
theorem, and we will discuss a particular implementation of it in later sections.

1.2 Quantum Information Theory

Just as we can have a classical message source that outputs variables from an
alphabet, we can also have a quantum message source that outputs physical
quantum systems occupying states drawn from a finite or infinite set of possible
states. In this section we explore how to mathematically describe quantum
information sources, how we can adapt classical concepts like type to their
more complex mathematical structure, and how we can quantify the information
contained in what they output.

1.2.1 Quantum i.i.d. Message Source

In quantum information theory, a message source outputs quantum systems oc-
cupying states that we represent as vectors in a complex, N-dimensional Hilbert
space. We usually pick a particular set of orthogonal basis vectors labelled by
bitstrings {|0),[1),---|N — 1)} for this Hilbert space, which we call the com-
putational basis states, and write our outputs as superpositions of them. Re-
stricting ourselves to the 2-dimensional case, a quantum message source outputs



qubits
[vi) = ai|0) + b; [1) (7)
from an ensemble

Here a; and b; are complex probability amplitudes defining each [¢;), while p;
are classical probabilities indicating a lack of classical knowledge about which
|1);) the source emits. For an i.i.d. quantum message source, we pick [¢;)s from
the ensemble with the same i.i.d. restriction as in the classical case: p;, [1);) is
exactly the same for every sampling event regardless of what we have drawn
before.

A quantum i.i.d. source is fully characterized by a density matrix

p= Zpi [i) (il. (8)

p is always Hermitian and has positive eigenvalues. The diagonal terms of the
density matrix (|0) (0] and |1) (1|) represent the probabilities of obtaining the
computational basis states when we measure the output of source p in that basis.
If we apply a change of basis from {|0), [1)} to {|0), |1')}, then the diagonals of
the transformed p’ represent the probabilities of measuring |0") and |1"). Tr(p),
the sum of the diagonal terms, equals one in every basis. The off-diagonal
terms (|0) (1] and |1) (0]), if nonzero, indicate that the source is emitting states
that are superpositions of basis states. These states are not orthogonal to the
basis states and thus cannot be reliably distinguished from them by any single
measurement.

We can obtain the density matrix of a single known state |¢), also known
as a pure state, by constructing the projector |¢) (¢)|. The density matrix of a
pure state has the special property that

Tr(p®) = 1. (9)

If, on the other hand, Tr(p?) < 1, then p represents a quantum system about
which we have classical ignorance. In general we say that if Tr(p?) < 1, then p
represents a mixed state. We can think of a quantum i.i.d. message source either
as something that emits different states from an ensemble with i.i.d. restrictions,
or as a source of identical mixed states p.

1.2.2 Quantum Types

The classical notion of types is inherently basis-dependent. It depends on the
existence of set of perfectly distinguishable symbols {0,1} that our message
source outputs. Quantum message sources, however, may output states that
are superpositions of computational basis states |0) and |1). We could attempt
a naive approach towards quantum types and define the type of a string of
qubits as the number of |1) outcomes when we measure it in the {|0), |1)} basis,
but this definition will not be useful.



For example, consider the quantum message source

=(11). (10)

We draw four qubits from this source to obtain a string

s = Y1) [P2) [¢3) [¢a) - (11)

We could measure each qubit of s in the {|0), |1)} basis and call the number
of |1) outcomes the type T of s. The diagonal terms of the density matrix tell
us that p(|0)) = p(|1)) = 3. so on average we should draw strings for which we
measure an equal proportion of |0)s and [1)s. However, the off-diagonal terms
of the density matrix are non-zero, indicating that |¢);) may be superpositions
of the basis states.

In measuring the type, then, we must measure superpositions, which causes
them to irreversibly collapse to either |0) or |1). We lose our original string in
the process of measuring its type. Furthermore, if we had multiple copies of
s, we would not measure the same type for all of them. And if we measured
in a different basis ({|0),|1)} was an arbitrary choice) we would get a different
probability distribution of possible type values. This is not a satisfying way of
measuring or defining the type of a string of qubits.

However, we can always find some unitary matrix U such that

X 0\
=U U'. 12
) (Hl) (12)

The columns of U, which by its unitarity are orthogonal, define a basis {|Ao) , | A1)}
In this basis our message source only outputs |\g) with probability Ao and |A1)
with probability A\;. From here we can meaningfully calculate something corre-
sponding to a classical type by counting the number of qubits which are |Aq).

Returning to our example, we find that we can diagonalize p if we express it
in the {|+),|—)} basis, where we have defined orthogonal states

[ Sl
N[O =

_10) +11)
|+) = A (13)

and
_10)—11)
[-) = 7\/5 . (14)

Using the unitary Hadamard matrix

m=2(1 4 ) (15

whose columns are |+) and |—) expressed in the {|0),|1)} basis, we can map
|0) — |+) and |1) — |—), which corresponds to a rotation of our basis vectors.



Thus we can transform

ST
_ ( ) (16)

In other words, we can interpret p as describing an ensemble

O 0|
N[O =
~~
7N
— =
I~
—
\_/

[=JNIN)
W= o

2 1
21 (3 1
and it is clear that measuring states drawn from this ensemble in the {|+),]|—)}
basis will simply give us type information about s without changing it.

This does not mean we have to interpret |¢;) as truly being |+) or |—). We
have shown that p equals 2 |+) (+|+ 1 |—) (—| . However, it is easy to show that
p also equals

S10) (0] + 3 1) (11 + 3 14+ ¢,

so we could just as easily interpret all of the qubits as |0), |1}, or |[+). Because
a density matrix fully describes a message source, both of these ensembles have
the exact same statistical properties. For either ensemble, if we measure in {|0),
|1)}, we obtain approximately half |0) and half |1), and if we measure in {|+),
|—)}, we obtain approximately 2 |+) and % |—). It does not matter how we
interpret the individual qubits because it is impossible to distinguish the two
ensembles. This is known as the unitary freedom of density matrices.

Because the density matrix is not diagonal in {|0), |1)}, measuring the state
of our string collapses it to a string of |0)s and |1)s. If we defined a new message
source by drawing qubits at random from this collapsed string, its density matrix

would be
I_ (30
2\ 0 % )°

If we measured qubits from this new source in the {|+), |—)} basis, we would
not find 2 |+) and 1 |—) but an equal proportion of them, since

I 1 1

§—§|+><+\+§|—><—|~
Measuring our original string in the {|0), |1)} basis changes the statistical prop-
erties of that string in other bases.

However, if we measure in the {|+), |—)} basis, our original density matrix

(1)

will continue to describe the statistical properties of the string, even if we change
basis. It’s not as though Z |+) (+|+% |—) (—| is an especially privileged ensemble,

OO0 =
[l



or that we can say that |¢;) really are |+) and |—), but rather that the {|+),
|—)} basis is the only one in which measurement makes no discernible change
to s. It is only in the diagonal basis {|Ag),| 1)} of p that we can measure
something analogous to type without changing any measurable property of the
system. Thus it is convenient for us to choose to interpret the density matrix
as describing the ensemble

AL AL (A1] + A2 [A2) (Aaf, (17)

and we have the unitary freedom to do so.

Note that in this quantum case, we needed two variables to effectively de-
scribe the type of our state: T, the number of entries which were |A1), and the
unitary matrix H, which contained information about the diagonal basis of p.
It is possible to formulate a fully quantum notion of type classes if we allow
ourselves two variables to describe the type of quantum string, and expand our
notion of type classes. Recall that classical type classes were closed under per-
mutations. The Hilbert space H of possible states of a string of N qubits is
2N_dimensional, and we can represent permutations as operators acting on this
space. It turns out we can divide H into subspaces closed under the action of
permutations as well as another set of operators called collective unitary rota-
tions, which describe the same change of basis {|0),]1)} — {]0"),|1’)} applied to
each qubit. When we tried to generalize classical types to the quantum case, we
ran into problems because our naive approach was basis dependent. Therefore
we look for subspaces which are not only closed under permutations but also
under collective changes of basis.

For two qubits (which have a four dimensional Hilbert space), these sub-
spaces are the one dimensional space spanned by the singlet

{ |01>\/§10> } (18)

and the three-dimensional space spanned by the triplet

101) + |10)
{100y LIy 1 (19

Each subspace is closed under exchange of the qubit labels, with the singlet
getting mapped to -1 times itself, and all states spanned by the triplet getting
mapped to themselves. This is a familiar example from the study of spin angular
momentum: the singlet is antisymmetric and the triplet is symmetric under
exchange. One can easily check that each of these subspaces is closed under
collective change of basis.

For example, if we try to express the singlet in the {|+),|—)} basis, we



obtain

01) —[10) | +) — |-+)
V3 V3
_ 0+ 100 = 1) = (0 =)+ 1)y
V2

_ —|01) 4-[10)
V2

which is still in the one-dimensional subspace spanned by the singlet. The same
holds true for any local unitary transformation on either subspace. We can
completely describe the type class of any two qubit state with the singlet and
the triplet; the span of their union is the entire Hilbert space of two qubits.

Whereas classical type classes are sets of strings closed under permutations,
quantum type classes are subspaces closed under permutations and system-wide
changes of basis. Type (which in the classical case is just a number) is more
complicated in the quantum case and involves both a number and information
about the diagonal basis, as discussed at the beginning of this section. The
quantum “size” of type classes is also more complicated than in the classical
case. A full definition is beyond the scope of this paper, but see Blume-Kohout
et. al. [8] for a detailed discussion. For the purposes of this paper, working
in the diagonal basis of p will be sufficient to apply classical ideas of type to
quantum computation.

1.2.3 Entanglement

We have discussed quantum message sources that output states [i);) of individ-
ual qubits. We have dealt with multiple qubits in considering long strings of
output from i.i.d. sources, but each qubit by the definition of its source was
independent from all the rest. However, we can also have an i.i.d. source of
quantum states in which each message consists of multiple qubits. While each
multi-qubit state may be independent of the other, within each multi-qubit
state, individual qubits may not be independent of one another. In particular,
the qubits may be entangled.

Assume two parties, Alice and Bob, each have one qubit. If those qubits are
in pure states |A) and |B), then the joint state of the system is just

W) ap = 4)®|B), (21)

also known as a product state, and measuring one qubit will not affect the other.
In this case there is no entanglement between Alice’s qubit and Bob’s.
The system may also be in some state

(W) ap = VP1|A1) @ |B1) + D2 [A2) ® |Bs) . (22)

This is an entangled state of two qubits. If Alice measures her qubit and finds
it is in state |A;), then Bob’s qubit immediately collapses to the state |B;) .

10



Even if Alice and her qubit are separated by a great distance from Bob and his
qubit, any measurement of Alice’s qubit will affect Bob’s. Qubits are said to be
entangled whenever this is the case.

The mathematical tool we usually employ in discussions of entanglement is
the reduced density matrix. The reduced density matrix is a means of analyzing
a particular subsystem, say A or B, of a larger quantum system AB. We obtain
it by taking the partial trace, which is defined (following [7]) by

TrA(|a1><az|®b1><bz|) = o) (ol {anas)
ﬁ3(|a1><a2|®b1><bz|) — Jar) {az] (bi]ba). (23)

Let’s take as an example the two-qubit entangled state

11
V2
also known as an “EPR pair” [1]. Its density operator is
po= |o7) (7]
B (OO) + |11>> ((OO| + (11|>
V2 V2
|00) (00| 4 |00) (11| 4 |11} (00| 4 |11} (11]
B 2
1004
- 0000 (25)
2003

Note that Tr(p?) = 1, indicating p is a pure state. We can find the reduced
density matrix of the first qubit by tracing out the second qubit,

p1 = Tra(p)
(0]0) |0) (0] + (0[1) |0) (1] + (1]0) |1) (O] 4 (1[1) |1) (1]
2

) (26)

where I represents the identity matrix. For this particular state, the reduced

density matrix of the second qubit is also £. Tr(éz) = Tr(4) =1, 50 p; and
p2 are mixed. They represent quantum message sources emitting |0) and |1)
with equal probability. Although we have just argued that measurements of

both qubits in an entangled state are not independent, in this case if we focus

(eI NI
Ni= O

Il
N~/

11



on one individual qubit and ignore the other, we see its value has a probability
distribution that greatly resembles that of an i.i.d. source. In fact, one way of
creating a quantum i.i.d. message source is to prepare many identical copies of
an entangled state and only consider one of its subsystems ([7] p. 542).

Another way of describing the properties of composite quantum systems,
related to the reduced density matrix, is the Schmidt decomposition ([7] p.
109). If we have a system AB composed of subsystems A and B in state |¢),
then we can always find orthonormal states |i4) for system A and |ig) for system
B such that

V) = Z Ailia) @ i) . (27)

In the Schmidt decomposition, because |i4) and |ip) are each orthonormal, the
reduced density matrices for A and B are

pa = Z A7 [ia) (ial (28)

and

pr =3 A lin) (il (29)

These density matrices are both diagonal. Thus the {|i4)} basis and the {|ig)}
basis we find in the Schmidt decomposition are the diagonal bases for systems A
and B respectively, and furthermore they share the same eigenvalues A2. {|is)}
and {|ig)} are known as Schmidt bases.

For two qubits, although |i4) and |ip) are not in general equivalent, since
both are sets of orthogonal vectors in 2-dimensional complex Hilbert spaces, we
can rotate them separately until they are the same. In other words, we can
apply the operator Uy ® Up to |¢) in eq. 27, mapping both |i4) and |ig) to
equivalent, orthogonal states |0') and |1’). Since the trace of a density matrix
is invariant under unitary operations, our change of basis does not change the
entanglement of |¢). Therefore, with the proper unitary transformations, we
can express any two qubit state [¢), without altering its entanglement, as

1) = Xo [0'0") + A1 [117) . (30)

For two qubits, we usually refer to {|0"),|1’)} as the Schmidt basis, even though
there are technically two Schmidt bases {|i4)} and {|ig)} that we rotate with Uy
and Up to obtain eq. 30. Although we do not necessarily know which unitary
transformations Uy and Up we should apply, it is possible to estimate them
with minimal disturbance to [¢) [8]. Therefore in many algorithms involving
two qubit states, we may assume without loss of generality that we operate in
the Schmidt basis.

1.2.4 Von Neumann Entropy

We can quantitatively describe both entanglement and the properties of quan-
tum message sources with the von Neumann entropy. The von Neumann entropy

12



S(p) = —Tr(plog p). (31)

In terms of the eigenvalues of p, \;, we can rewrite this as
S(p) = _Z)‘i log A;, (32)

which is equal to the classical Shannon entropy of an i.i.d. source emitting
different values i with probability A;. We will find that we can adapt many
algorithms from classical information theory (especially those involving type
classes) to work with qubits simply by changing our computational basis to the
eigenbasis of p and implementing all operations with quantum logic gates.

We can measure entanglement between qubits in system A by taking the
von Neumann entropy of the density matrices describing the subsystems of A.

Let’s return to our EPR pair example, |®T) = %’ pr=p2 = L. If we

trace out the second qubit we find the reduced density matrix of the first, é
The von Neumann entropy of either subsystem is

S(2) =t (2) (D) -

Note that the entropy, which for a two-outcome source varies from 0 to 1, is
maximal in this case. Maximal uncertainty about one quantum subsystem in
absence of information about the other corresponds to maximal entanglement.
The first and second qubits of |®T) are maximally entangled, and so we call
|®T) a maximally entangled state. Note however that the von Neumann en-
tropy is only a meaningful entanglement measure for the state |®*) because the
entanglement of its first qubit with its second is equal to the entanglement of its
second with its first. In general, the entanglement of subsystem A with subsys-
tem B as measured by the von Neumann entropy of its reduced density matrix
will always be equal to the entanglement of subsystem B with subsystem A,
which we can prove using the Schmidt decomposition. For states of two qubits,
we define the entanglement E of the state to be equal to this entropy.

The two senses in which we have used the von Neumann entropy—as a mea-
sure of the information we gain from a quantum message source and as a measure
of the entanglement between two systems—parallel the two senses in which we
interpreted the classical Shannon entropy. Our consideration of the Shannon en-
tropy as quantifying the information we gain after measuring a random variable
X is analogous to the von Neumann entropy as quantifying the information in
data from a quantum message source. Problems we will want to consider from
this perspective include the compression of quantum and classical information.
Our consideration of the Shannon entropy as quantifying X’s “randomness” or
our uncertainty about X before we measure it parallels our discussion of the
von Neumann entropy and entanglement. The most entangled subsystems are
those we know least about in absence of information about the others. When
we attempt to solve the quantum problem of entanglement concentration, the

13



classical tools we will seek to adapt to our uses will be randomness extraction
algorithms.

In this section we have introduced a number of theoretical ideas to help
us describe message sources of classical and quantum information and various
properties of their outputs. In the following sections, we will make use of those
properties to formulate algorithms for data compression (Sections 2 and 3) and
entanglement concentration (Section 4). Within each of these sections, we will
discuss different systems, which will necessarily require we come up with dif-
ferent algorithms. In Section 2.1 we will consider how to compress strings of
bits from an i.i.d. source and in Section 2.2 we will consider strings of qubits
from an i.i.d. source. In Section 3 we will consider how to apply the ideas
of compression to physical systems, specifically data obtained from configura-
tions of grand canonical ensembles of bosons and fermions, which are not i.i.d.
sources. In Section 4.1 we will consider entanglement concentration for sources
emitting states of two qubits, and in Section 4.2 we will consider sources that
emit three-qubit states and some of the challenges we run up against in trying
to concentrate entanglement from such sources.

2 Data Compression

2.1 Classical Compression of i.i.d. Bit Strings

We now describe an algorithm, outlined in the introduction and in [10], that
compresses sequences of classical bits from i.i.d. sources by ordering them from
most to least likely and only counting those which are typical. The algorithm
operates as follows. Assume that our source emits outcome “0” more often than
“1.” If the opposite is true we can flip all bits upon acquisition. Bit strings of
length N are sorted into bins based on their type T'. The bit string with 7"= 0
will be assigned to the lowest bin, which has size (](\)[ ) = 1 and has starting
address 0. All bit strings of type 1 will be assigned to the second lowest bin,
which has size (]f ) = N and starting address (1(\)[ ) = 1. Bit strings with two

1s will be assigned to the third lowest bin, which has size (g’ ) = w

starting address (]g) + (1;,) ... and so on. Within each of those bins, we index bit
strings by interpreting them as binary representations of integers and ordering
those integers by value. The lowest valued strings are given the lowest intrabin
indices. Ultimately, each string receives a total mapping number which equals
its intrabin index plus the address where its bin begins.

For example, the set of 4-bit strings gets mapped as shown in Figure 2. In
general, for length N strings, we need N + 1 bins with sizes given by (J%’) to
count all possible combinations. Regardless of how we index within bins, if we
start each bin where the previous one left off the value of the first string in each
bin of type T will be the sum of the sizes of all bins with type less than 7', or

Tf (JZV ) (34)

=0

and

14



T=0: T=2: T=3:

0000 — 0 0011 — 101 0111 — 1011
T=1: 0101 — 10 1011 — 1100
0001 — 1 010 — 111 1101 — 11071
0010 — 10 1001 — 1000 1110 — 1110
0100 — 11 1010 - 1001 T=4:

1000 — 100 1100 — 1010 1111 — 1111

Figure 2: 4-bit mapping. Bitstrings of length 4 are mapped to one of five
differently sized bins depending on their type (0, 1, 2, 3, or 4). Within each bin
they are ordered by total binary value. We then assign each string an index by
counting them, and for compression, replace each string with its index.

Therefore, all bit strings of length N and type T' get mapped to numbers between
T-1
> ()
; i
1=0

(1)

=0

and

inclusive.

Each bin contains a set of bit strings. To index them, we decide to interpret
them as digits of integers represented in base 2, and then we order the integers.
We construct a function I[z, N, T] that assigns every string in the bin a unique
index number from 0 to (g)—l, with the strings representing the lowest binary
values being assigned the lowest indices.

Sequences with low binary values have most of their zeroes in their most
significant digits. We can calculate I in stages by counting the number of
leading zeroes in each sequence, and then dividing it into subsequences. I is
simply and most easily expressed recursively:

N-p-—1

I[z,N,T] = ( e

>+I[:17’,Np1,T1], (35)

where p is the number of leading zeroes in the bit string x, and 2z’ is what
remains of = after the p leading zeroes and the first leading one are thrown
out. Cleve and DiVincenzo show that I assigns every sequence a unique value
ranging from 0 to (]%/)—1 based on the value of the integer it represents [2].
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Two quick examples just for illustration:

4-0-1
I[1011,4,3] = < g >+I[011,3,2]

()74
Q@@

Referring back to Fig. 2, we see that, within the 7" = 3 bin, string 1011 is
indexed second, which corresponds to I = 1 since we count from I = 0. We
obtain the mapping number of 1011, which is 12 = 1100, by adding this index,
N 4
1, to the start of the bin, (0) + (‘11) + (2) =11.
Second example:

4_;_1> +1[10,2,1]

(1)
Q)

Within the T' = 2 bin, string 0110 is indexed third, which corresponds to I =2
as shown here. We obtain the mapping number of 0110, which is 7 = 111, by
adding I = 2 to the start of the bin, (g) + (411) = 5. Note that in this second
example, where our initial string had T = 2 rather than T" = 3, we needed only
3 bits to represent its mapping number.

This algorithm maps strings of bits to numbers based on their type and
binary value. There are 2V possible strings of length N, so in general we will
need N bits to count all of them, but if the i.i.d. source X from which we
draw our bits has entropy H(X) then there are only 2V#(X) typical sequences
we need to cover. Assuming our source emits 0 preferentially, all of the likely
strings will have types less than than those of the unlikely strings. Our algorithm
by design maps lower types to lower numbers, which if expressed in N bits will
have N — NH(X) leading zeroes. To compress our output, we can discard all
but the N H(X) least significant bits. The discarded bits should all be zero if we
have drawn a likely string. To decompress our data, we can append our string
to N— N H(X) zeroes and run the algorithm in reverse. We do not need to store
those zeroes along with our compressed result to reconstruct it with accuracy.
Thus, assuming we have knowledge of N H(X) and whether our source emits 0
or 1 preferentially, we can store length N sequences in NH (X) bits.

However, we do not always have such knowledge of our source. In situations
where information about the entropy is unavailable, we must turn to universal
compression algorithms, which are defined as algorithms that can compress data
from i.i.d. sources from N bits to N H(X) bits without prior knowledge of H(X).
One such algorithm is known as Lempel-Ziv compression [13], which we discuss
in Appendix A.

1[0110,4,2] = (
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2.2  Generalization to Strings of Qubits

Cleve and DiVincenzo [2] present a quantum implementation of this algorithm,
first suggested in the quantum case by Schumacher [9]. Their algorithm per-
forms the compression outlined above on computational basis states. While
inputs may in general be superpositions of computational basis states, by the
linearity of the algorithm describing the its effect on a complete set of basis
states is sufficient to describe its effect on all inputs. The Schumacher com-
pression protocol takes basis states of N qubits, of which T are |1) and N — T
are |0), and transforms them to other basis states representing their mapping
numbers. The algorithm maps all basis states with 7' |1)s to states between

and

inclusive, and within those bins we index states by interpreting them as binary
numbers and ordering them by value.

The quantum algorithm is a direct translation of the classical one into quan-
tum logic gates. We are able to do this because we work in a basis in which
we assume all our qubits are |0) or |1). The algorithm is made universal for
strings of qubits from any i.i.d. source p by assuming our ability to change to
this basis, which we have argued is the diagonal basis of p. Our input is always
a product of basis states in the diagonal basis of p. However, if we did give our
algorithm an input in a superposition of computational basis states, our output
would just be a superposition of corresponding output states by the linearity of
all the operators we will employ.

Cleve and DiVincenzo present the following code, which I will briefly ex-
plain:

Schumacher Compression Protocol

quantum registers:

X : n-bit signed arithmetic register //X holds string and result

T : log(2n)-bit arithmetic register initialized and finalized by 0
//T holds type

1. for p=n—1down to 0 do{

2. if Xpp—p-1=1thenT «—T+1 //set T to type of X
3. fori=mn—pdown to 0 do {

4. if T =4 and X,,_p,—1 then X «— X + ("7’,’71)

//add index number to X
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5. if T =14 and TRUNC,_,_1(X)> ("?7)

then X, 1 — X, p_1®1 //dele‘ée original content of X
6. }
7. } / /by this point, X = I(X, N, T)
8. for m =n down to 0 do {
9. ingmthenXHX—(:T)
0.}
11. for m =n down to 0 do {
12. if X >0then T« T -1 //reset T to 0
13. X—X+("). //add bin address to X
14. }

There are three main loops in this code, all of which loop over the entirety of
the string. The first loop (line 1) calculates the type by adding 1 to the ancilla
register T (line 2) for every |1) in the input. We start at the least significant
digit of X and loop up.

It then goes into a subloop (line 3) that transforms X into a state represent-
ing its index number I, bit by bit. Recall that

—p—1
I[w,n,t]z(n f )—l—I[x',n—p—Lt—l],

where p is the number of leading zeroes in the bit string , and 2’ is what remains
of x after the p leading zeroes and the first leading one are thrown out, and n
and ¢ represent the length and type of the string. I is a sum of increasingly
small terms that represent the index numbers of smaller and smaller portions
of the string. Line 4 adds terms of this sum, with the smallest first, to X. Line
5 goes through and makes sure the bits of X we no longer need to calculate I
are set to 0, such that X has been transformed to I by line 7.

The loops at lines 8 and 11 together add the bin address to X such that it
becomes the mapping number. Thus the algorithm performs the transformation
in-place. In the process it resets our ancilla register T" to 0 so that our output is
not entangled with it. It adds this address by adding all possible (:@) terms to
get the maximum address, and conditionally subtracting the highest terms of of
that address to get the actual address. It does the subtraction first because it
simplifies the resetting of T'. If T is close to n then we do almost no subtraction
at line 9, so X becomes positive very quickly and we subtract from 7" many
times in line 12 to reset it to 0. If T is close to 0, then we do quite a lot of
subtraction at line 9, and very little subtraction from 7 in line 12.
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The length of X times the entropy S(p) of the i.i.d. source p from which
we draw X tells us how many bits of our result, starting from the least signifi-
cant, are likely to be nonzero, as n — oo. If we know S(p), then from here we
can simply discard the n — nS(p) most significant bits of our transformed X,
which should all be 0. We can measure them to make sure. Then we store our
compressed string until we wish to decompress it, at which point we append
our string to n — n.S(p) copies of |0) and run the decompression protocol. Be-
cause the compression protocol presented in this section is by design entirely
reversible, the decompression protocol is just its time-reverse. See [2] for more
details.

3 Application of Compression to Physical Sys-
tems

Thus far our discussion has focused on things to do with data from i.i.d. message
sources. However, most quantum systems of interest are neither independent nor
identically distributed. Stanislaw Ulam once remarked that non-linear physics
“is like non-elephant biology.” We can say much the same thing for non-i.i.d.
quantum information theory.

Johnson and Suhov [3, 4, 5, 6] have begun to expand the field of quantum
information theory to non-i.i.d. sources with applications to physical systems.
In particular, they show [3] that for systems of non-interacting fermions and
bosons, one can define and compute the entropy and compress information from
those systems with a compression ratio given by that entropy. In the subsections
below we will illustrate some of their conclusions for two familiar thermodynamic
systems: bosons and fermions in a grand canonical ensemble.

3.1 Independent but not Identically Distributed Case—
Grand Canonical Ensemble

Consider a ensemble of noninteracting quantum particles for which the full sys-
tem Hamiltonian, H, is a sum of the one-particle Hamiltonians H; over the
total number of particles. The eigenstates of Hy, |n), have eigenvalues ~,,
where 0 < n < co. To ground our system in a physical example we will assume
the particles are in an infinite 1-D square well of length L, so that

h? _,
H1 = — %V +V(l‘)

V(z)=0 if0<z <L, (38)
oo otherwise
and 22
n
T T Smre (39)
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For this system, H; and geometry of the system completely describe the space of
available system-wide configurations. The total number of particles is variable
and the cost of adding a particle is given by the chemical potential y. We assume
the system is in thermal equilibrium with its surroundings at temperature 7', so
particles enter the system with thermal energy proportional to kT, or 1/5. We
construct a multi-particle state by independently assigning each particle to one
of the one particle infinite square well eigenstates |n) (with fermionic or bosonic
symmetry restrictions when they apply). We assume Gibbs statistics: that is,
when we are assigning a particle, the probability p that it will fill state |n) is
proportional to e #(mtr)

We are interested in states or configurations of the entire system of particles.
These eigenstates are denoted |@k), and as the subscript implies they are asso-
ciated with a particular configuration k. k = {k,,0 < n < oo} is a sequence
of particle occupation numbers k,, across n, which can be arbitrarily long. For
bosons, k,, can be any integer, so k is a string of integers. For fermions, k,, must
be 0 or 1, making k a string of bits. Figure 3 provides some example configura-
tions of bosons and fermions to illustrate these definitions. In a thermal state

BCOHﬂQUFBHOH of 15bosons Configuraton of 5 fermions
g 2
3
)0 EN EH ©§
55 = 1 2 3 4 5 6 7 8
g = n {quantum state)
§ 3
E:2
=y I I Graphical representations of k = "72312"
0 . (bosons) and "10110101" (fermions).
1 2 3 4 5

n guantum state)

Figure 3: Examples of data represented by ensembles of bosons and fermions.
Strings, represented by the bar graphs, are constructed by measuring the con-
figuration of the ensemble.

characterized by a chemical potential p and inverse temperature 3, each mul-
tiparticle configuration labelled by k, |¢k), has a probability P(k) associated
with it, equal to

P(k) = exp (—B > Falu+ vn)) = ] exp (—6(%. + u)kn)- (1)

neN neN

This probability is just obtained by calculating the total energy E of the
system-wide eigenstate or configuration (summed over one-particle eigenstates,
this just the chemical potential p times the number of particles k, in a one-
particle eigenstate, plus that same number of particles times 7y, the energy per
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particle), and then assuming that the probability of the system being in that
configuration is proportional to e #F.

Note that the probability of our source outputting k is just the product
of the probabilities that each individual particle fills each of its eigenstates on
any particular assignment. Mathematically this indicates that our source is
independent.

However, the probability that a particular eigenstate is filled when we decide
to add a particle to the system (e~#(7n+#)) is not the same as the probability of
a particular state being filled if system is allowed to evolve freely at temperature
T and the number of particles allowed to vary. The output of our message source
is not whether we succeed at filling [n) on any one attempt but rather whether
k, is filled at thermal equilibrium. To determine whether or not the system is
identically distributed we must determine this probability. The distribution is
different for fermions and bosons so we will consider them separately.

3.2 Fermions

We know by eq. 1 that

P(k) = [] e <_B(7n + u)kn>

neN

for a specific system configuration k. We are looking for the probability that a
specific one-particle eigenstate |n’) is filled; or rather, the probability p,s 1 that
kn = 1 regardless of the configuration as a whole. We can get this by simply
summing the probabilities of all system configurations k that have k,, = 1:

Y. Pk

Kk, =1
Pnr1 = (40)

Do Pk
k
where each ) P(k) by the independence of our source as given in eq. 1 is just a

sum of products. Thus we can factor exp(—0(v, + 1) X 1) out of the numerator
to re-express this as

POt 3 < 11 eﬁmmkn)

k n#n'
Z (H e—ﬂ(%ﬂt)kn)
k n

and factoring out a similar expression from the denominator, we are left us with

e~ B(vn+u) Z ( H e—ﬁ(%ﬂru)kn)

k n#n'

, (41)

(42)

k, =1 ’

S ek, 3 ( 11 e—ﬁ('ynﬂt)kn)
k, =0

k n#n'
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which cancels out to

e Bl +1) 1

Pri =79 T e Bt 1+ BOwtn)’ (43)
also known as the Fermi-Dirac distribution. It is a well known result that
the probability of eigenstates being filled in a fermionic system is given by the
Fermi-Dirac distribution. Since this probability varies with n, our source is not
identically distributed.

However, as we have already argued, our source p ¢s independent, and we
can use this property to find its entropy. To find S(p) we need to quantify the
information we gain from measuring a configuration k. Measuring k consists of
infinitely many independent measurement events k,,. The entropy of a sequence
of independent events is always the sum of the entropies of each individual event.
Therefore

S() = 3 (). (4)

e Bl t1)

For any |n), the probability that we find it filled (k, = 1) is SO E The
probability that we find it empty is 1 — 1i;f(;<7:i)u) = 1+e*ﬁ%7n'+“>' Defining
the Gibbs factor

q(n) = e BOw 1), (45)

we can write down the entropy S of this measurement event

- q(n) q(n) 1 _
Ska) = =77 am (1 + q(n)) RETOR (1 + q(n)> ' 1o

By eq. 44, the entropy of the entire fermionic ensemble p is

) (e L (1
> s () * e e () @

Although we can obtain a close approximation of this entropy by simply ter-
minating the sum at large n, it is useful to express this sum as an integral.
Additionally, it is useful to write down a function for the entropy per unit
length of the system, rather than the entropy itself, to reduce the total number
of parameters, which Johnson and Suhov [3] denote h_ for fermions. Since we

S(p) =

. . . 2,2
have chosen to place our ensemble in an infinite square well, v, = 8nm}22' We
can define

(48)

and re-express 7y, as v, = %yQ, and g(n) as ¢(y). Then the entropy per unit
length is




Since An = 1, we can rewrite % = AL" = Ay, and express our sum as
— _4(y) < a(y) ) 1 ( 1 )
ho =— —=—log + log Ay. 50
R () L+q(y))  1+4(y) 1+4q(y) 0

If we take the limit as L — oo, then y becomes a continuous variable, and eq.
50 is a Riemann sum converging to

o0
q q 1 1
ho =— — 1 + 1 dy, 51
/0 1+4q 0g<1+q) 1+4q Og(1+Q> Y (51

which Johnson and Suhov [3] assume is finite.

The essence of Shannon or Schumacher’s theorem, expressed in terms of this
example, is that if we consider a random configuration k in a well of length L,
then as L — oo it will almost surely be in the likely set. Eq. 51 describes the
minimum number of bits needed to count all likely configurations of an ensem-
ble of fermions in an infinite square well, divided by the length of that square
well. Because eq. 51 describes the greatest lower bound on the computational
resources needed to represent those configurations, it also quantifies our uncer-
tainty about a random configuration and the information we gain by measuring
it.

3.2.1 Bosons

As for fermions, the same formula

P(k) = ] exp (—ﬂ(vn + u)kn>

neN

holds for bosons, but this time k, can be any integer. We know our source is
independent, but what is the probability p, , that there are k,, = = bosons in
state |n’) regardless of the configuration of the rest of the system? Adopting the
same strategy for bosons as for fermions, we can get this by simply summing
the probabilities of all configurations k that have k,» = x :

Y P

k,kn/ =X
Pn'x =

Y P
k
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which we can express as

e Bl +in)z Z ( H eﬂ(vnﬂt)kn)

k n#n’
T ( 11 e—ﬁ(wnmkn)
k n

e—B(vu )z Z ( H e—ﬁ(%-&-u)kn)
Kk

n#n'

= kn/:OO ’ <53)
S Bk ( I emwu)kn)
k, =0 k n#n’
which cancels out to
e P +r)z
Pn'x = —5 . (54)
Z e~ B0 1)k,
K, =0
Again defining g(n) = exp(—B(vn + 1)), we can write this as
q(n)*
P = —5 () ) (55)
> aln)t
k=0
which is a series expansion for
(1 =q(n))q(n)*, (56)

also known as the geometric distribution. Since the probability of occupancy
is again dependent on n, we can conclude that a grand canonical ensemble of
bosons is also an independent but not identically distributed message source
with a different distribution function than that of fermions.

Calculating the entropy of a random bosonic configuration is slightly more
complicated, because instead of two possible outcomes (k, = 0 and k,, = 1) for
every measurement event, we have infinitely many outcomes since x can be any
non-negative integer. The entropy at any n is

oo

S(kn) == > (1-q)g"log (1 — q)q"). (57)

=0

Expanding the first few terms,

(1 —q)log(l—q)

+(1 = q)qlog((1 — q)q
+(1 = q)¢*log((1—q)
(1-9q) )

)
7°)
+(1 — )¢ log((1 — q)q

3)...
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we see that we can re-express this as

—S(ky)=1=q)(14+q+¢*+¢*)log(l—q)
+q(1—q)(1+2¢+3¢> +4¢° -+ ) log(q). (59)

Noting that 0 < ¢ < 1 and defining 1 < t = %, we can express the first infinite
series (14+q+q®>+--+) as
1
P (60)
i=0

which converges to
1 t 1

t—1 t-1 1-¢q

The second infinite series (1 + 2q + 3¢® + ---) is just the derivative of the first
with respect to g, so it converges to

jq<1iq>:(1—1Q)2' ©2)

Therefore, the entropy of any measurement of k,, for a bosonic configuration is

1+

(61)

9 Jog(q) _qlog(q) + (1 —g)log(1 —q)

(63)
Even though our set of possible outcomes is infinitely large, this expression
looks a bit like the Shannon entropy of a two-outcome source. However, the
probabilities of these “outcomes” are actually the probabilities of filling or not
filling a particular one-particle state n when we add a new particle to the system.

Because each k,, measurement is independent, the total entropy of the sys-
tem, i.e. the information we obtain by measuring the entire configuration Kk,
is

S(0) =Y Sk =~ q(n)log(g(n)) +1(1_—q(6;()n))10g(1 —q(n) (64)
n=0 n=0

— n

Following the same line of argument we used for fermions, we can define y = %

=1
and rewrite eq. 64 as a Riemann sum converging to
gl 1—q)log(l—
hy - _/ qlog(q) + (1 q) log( q)dy. (65)
0 —q

Eq. 65 describes the greatest lower bound on the computational resources
needed to represent configurations k of a grand canonical ensemble of non-
interacting bosons, as L — oo.
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3.3 How to Compress Grand Canonical Ensemble Data

It is worth taking a moment to think more about the data we receive as output
from this system, both for fermions and for bosons, and how we might compress
it. We know we receive a string of bits in the fermionic case and a string of
integers in the bosonic case. Since there are an infinite number of quantum
states |n) in an infinite square well, our string is technically of infinite length.
However, since 7, increases like n?, the probability of finding k, # 0 at |n)
is extremely low for very large n, so we may be able to truncate the string
representing our configuration to a finite length.

The question of compression then is perhaps twofold: first, at what value
of n can we terminate our string and be more or less assured of not losing
any data? Secondly, once we do terminate our string, can we compress it any
further? For example, if the chemical potential p is very large compared to
the gap between 7, then we are likely to have a particle-sparse system, where
very few |n) will be occupied almost regardless of n. Even though the string
“0---1000” will still be several times less likely than “0---0001,” both will be
much more likely than “0---0011.” If this effect is pronounced enough, then
the major determinant of probability will be total number of particles, which
in the fermionic case is just the classical type of the string. In this case we
may want to simply apply Schumacher-style quantum compression, which de-
pends on a useful correspondence between probability and type, to our data.
However, if the unidentically distributing factor -, is significant compared to
1, the probability may not depend strongly on the number of particles, and we
may opt for a different compression scheme based, say, on total binary value.
Compression is theoretically possible, though: Johnson and Suhov suggest a
quantum implementation of Lempel-Ziv compression (see Appendix A), and go
on to show that Lempel-Ziv compresses data from this non-i.i.d. source with a
compression ratio equal to the von Neumann entropy. This proof is beyond the
scope of the present paper [3].

Practically, the question of how to actually realize such algorithms is also
beyond the scope of this paper. However, we could imagine some situation
where we measured the occupation numbers of an ensemble in a particular
potential and stored those results on a qubit-based quantum computer, without
any measurement. We might find it very useful to compress that data without
disturbing its state. The questions we have considered in this section of the
paper apply directly to such situations. At the very least we have made progress
in describing the information-theoretic properties of non-i.i.d. sources.

4 Entanglement Concentration

We have now considered the information-theoretic properties of two message
sources that are independent but not identically distributed. In the follow-
ing sections we will consider message sources that are not independent. Our
focus in these sections will not be on data compression but on entanglement
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concentration. Data compression is the act of storing a particular amount of
information spread across N physical systems in a smaller number of physical
systems N H(X). Entanglement concentration is the act of storing a particular
amount of entanglement between subsystems A and B of p, spread across N
copies of p, in a smaller number NS(p?) = NS(p?) of maximally entangled sys-
tems. These ideas are closely related, but the classical algorithms we will want
to generalize in this case will not be ones of data compression but of randomness
extraction.

4.1 2 Qubit Entanglement

We frame the general problem of two-qubit entanglement concentration as fol-
lows. Alice and Bob have a source of N identical states /p1|A41) ® |B1) +
VP2 |A2) ® |Ba), each of entanglement E < 1 bits. They wish to convert these

qubits via local operations to N E copies of the EPR state w

, each of
entanglement 1 bit.
Without loss of generality we will assume Alice and Bob operate in the

Schmidt basis {|0"),|1’)} where their states are of the form

VPI0'0) + /1 =p L),

each of entanglement H(p) bits. For such a state, the reduced density matrices
of each qubit are both p|0) (0’| + (1 — p)|1") (1'|. This means that Alice and
Bob effectively have i.i.d. sources of perfectly correlated qubits. Each of them
can then run randomness extraction algorithms on their qubits, which take
streams of input from sources of the form p|0) (0] + (1 — p)|1) (1] and output
qubits as if they were from a source w. Recall that this is the reduced
density matrix for either qubit of an EPR pair. If Alice and Bob both run
randomness extraction algorithms on their qubits, which are perfectly correlated
in the Schmidt basis, then they can concentrate their states to EPR pairs.

4.1.1 Von Neumann’s Randomness Extraction Protocol

Von Neumann’s classical randomness extraction protocol [11] is a method a
single actor, Chester, employs to generate uniformly random bits (prob(0) =
50% = prob(1)) from an i.i.d. source of bits with prob(0) = p and prob(1) = 1—p.
Von Neumann’s quantum protocol is a method Alice and Bob employ to generate
EPR pairs from a source of identical states 1)) = /p|0405) + /1 —p|lalp).

Von Neumann’s classical protocol operates as follows. Chester reads in two
random bits from the i.i.d. source and checks their parity. If it is 1, then he
knows he has drawn either “01” or “10.” Chester outputs the first bit. Since
the source is i.i.d., strings of equal type have equal probability, so

prob(01) = p(1 —p) = (1 — p)p = prob(10).

Therefore Chester has output 0 or 1 with equal probability; a perfectly random
bit. If the parity is 0, then Chester knows he has drawn “00” or “11.” He can
do nothing with these bits so he discards them and draws two more.
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Von Neumanns quantum protocol operates similarly. The explanation here
draws heavily from [8]. Alice and Bob read in two identical states |i)) =
VP 1040B) + VI —=p|1lalp) from their source. The total state of the system
at this point is

P[040B)[040B) + /p(1 —p)|040B) [1415)
+v/p(1 —p)[1alp)|0405) + (1 —p) |1alp) |1alp)

100, 00) 5 + /p(1 —p) |01) , [01)
+vp(1 = p) [10) 4 [10) g + (1 = p) [11) 4 [11) 5

[v) ® |9)

(66)

From here, Alice and Bob each flip their low qubits if their high qubits are [¢))
(a controlled not or CNOT operation). This operation sets the low qubit to the
parity of the input.

W)@ [Y)  —  p|00),[00) 5 + v/p(1—p)[01),]01) 5
+m|11 A|11 B +(1 *p)|10>A|10>B

- {p|0AOB> +(1—p) |1AlB>] 10405)

+v/p(1—p) [ 10405) + |1A13>] 1alp).
(67)

Conditional on their second qubits being |1), their first qubits form an EPR
pair |[®T), which they output. Otherwise, their first qubits occupy a junk state

P 1-p
|¢>sz m |OAOB> + m |1AlB>
with which Alice and Bob can do nothing. They discard the qubits without
outputting anything and read in two more copies of [¢)) . Note that by discarding
[1) fair » Alice and Bob waste the substantial entanglement contained in it. Other
algorithms will outperform von Neumann’s protocol by utilizing or “recycling”
as much of that entanglement as possible.

4.1.2 Elias’s Block Protocol

Von Neumann’s protocol utilized the fact that the probability of drawing a
string s is invariant under permutations on s, if s came from an i.i.d. source,
to extract random bits from pairs of non-random bits. Elias’s block protocol is
a generalization of Von Neumann’s protocol from pairs of non-random bits to
strings of length N.
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There are (]7\5) strings in type class (N, T). Elias’s block protocol starts by

assigning each of these strings a unique index number « from 0 to (Jj\f)—l. Since
the probability of drawing any string is equal, « is a uniformly random variable
over the range 0 to (]T\f)—l. The randomness of « is the essence of Elias’s block
protocol. The trick is converting our random variable to random bits.

Here is the strategy we employ: Write (Jq\f) as a binary number. For each
digit binary digit L of (1}7) that is 1, create a bin of size 2%. Find some way of
indexing all the strings in type class (N, T). Map the first 2% strings of (N, T)
to the L = Ly bin, the second 251 strings to the L = L1 bin, and so on. Within
each bin L, assign each string a binary index number oy, (which has length L
since there are 2L elements in bin L). Given we are in bin L, the intrabin index
ay, is a string of L random bits.

Lets illustrate this strategy with two examples. The first is the case of
N = 4,T = 1, illustrated in Fig. 4a. The size of type class (4,1) is strings

(a) (b)

n n

()= () =4 ="100" (M =()=6="110

L=1

0001, a=0 Lo2 0011, a=0 =~ [o0011, ¢,=0
0010, a=1 £ 3 010, o= on 1100, a =1 1100, ;= 1
0100, a=2 0100, a,=10 0101, a=2 0101L:2 —

- 000, @ = = ;A=
1000, a=3 ! a =1 0110, 0_3 010, a =01
1001, a=4 1001, @,=10
1010, a=5 1010, a,=11

Figure 4: Illustration of Elias’s block protocol for N = 4 and (a) T' = 1, (b)
T = 2. This diagram shows how we first map all strings into blocks by type
class and then index within those blocks, outputting the index as a sequence of
random bits. Notice the similarity of this entanglement concentration algorithm
to the Schumacher compression algorithm (see Figure 2), although we use a
different indexing scheme.

of is 4. Because the binary expansion of 4 has only one nonzero term, 22, we
only need one bin, indexed by two bits. In other words, by taking the binary
expansion of @ we immediately get two random bits.

The second is the case of N = 4,7 = 2, illustrated in Fig. 4b. In this
example, we cannot simply convert « to binary and output it as random bits,
because the size of type class (4,2) is (g) = 6, which is not a power of 2.
However, we can represent 6 as 110 = 22 + 2!, and divide up the strings in type
class (4,2) into two bins indexed by one and two bits respectively. The particular
indexing scheme we use is irrelevant as long as we are consistent, although we
will impose limits on it for the streaming protocol. It is not equally likely we
will find ourselves in either bin. However, the intrabin indices are random bits.
If we are in the first bin we output one random bit and in the second we output
two. In the quantum case, if L is in a superposition of different values, then
the number of random bits will also be in a superposition. Note that even
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though the size of type class (4,2) is greater than the size of type class (4,1), it
is possible to output fewer random bits for a length-4 string of type 2 than a
length-4 string of type 1, depending on the way we bin our inputs.

As stated in the beginning of this section, Von Neumann’s protocol is Elias’s
block protocol for N = 2 bits. If we find ourselves in (]j\f) = (3) = (3) =1, then
we have one bin of size 2° = 1 with 0 bits indexing it. Therefore we output
nothing for ay, = ag. If we have (]7\5) = (?) = 2, then we have a bin of size 2!
= 2 with 1 bit indexing it. Therefore we output one random bit. In the earlier
explanation, we used a CNOT targetting the low qubit as our indexing scheme,
thus outputting “0” for “01” and “1” for “10,” but our choice was arbitrary; by
targetting the high qubit and outputting the lower, we could have implemented
the opposite.

In the quantum implementation of Elias’s block protocol, we start with a
string of N qubits. We store IV in some quantum register and set another
quantum register to 7. We then run our algorithm, determining both L and
ar. L we must store in another quantum register, while a;, we output. o
is a variable length string of qubits in state p = é with total length L. A
quantum implementation of Elias’s block protocol maps a set of N input qubits
to an internal memory state (N, T, L) and outputs a string of random qubits a,.
Since both Alice and Bob perform the protocol and have perfectly correlated
inputs and outputs because they perform their operations in the Schmidt basis,
their aps together form a string of EPR pairs. Blume-Kohout et. al. show that
this protocol concentrates entanglement at a maximal rate (=~ 1 EPR pair per
bit of input entanglement) as N — oo.

4.1.3 Serializing Elias’s Protocol

Elias’s block protocol operates on a sizeable chunk of qubits and requires very
qubit-intensive calculation of large numbers like (17\{) Furthermore, we cannot
get any output EPR pairs until the entire algorithm finishes running. If we wish
to extract additional EPR pairs afterwards, we must start the algorithm over
from scratch-wasting potentially salvageable entanglement if (]ZY) at protocol
termination was not a power of two.

We can ameliorate or entirely circumvent these problems by running Elias’s
protocol as a streaming algorithm [8]. We can consider the internal state of our
quantum computer as representing a particular location on Pascal’s triangle
(see Fig. 1). Elias’s protocol can be thought of as traversing the triangle, as
we update N, the total number of qubits, and T, the type of our string (and
L, as we output bits). Increasing N corresponds to moving down one row. We
branch to the right when T increases with N, and we branch to the left when
N increases without T'. This corresponds to drawing a 1 or 0, respectively, from
our input source.

The basic way the algorithm operates is by detecting when we could have
reached a specific node (N, T, L) from two nodes (N —1, Tp,, Lo,) and (N —1,
To,, Lo,) with equal probability, with a particular bit b denoting which “path”
we took to reach (N, T, L). We then output b and update L to L + 1, since
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L indicates not only the bin which our total input string occupies but also the
number of random bits we have output so far. Note that this sets limits upon
the particular way we order strings within a bin; if 10010 corresponds to the
L =3 bin of (N =5, T = 2), then 100100 must correspond to a bin L >= 3
at node (N =6, T' = 2), as it is impossible to “take back” bits b that we have
already output. While the bits we output will not always be parts of our input
string itself, we will end up outputting a substantial portion of our input string
through the process of running this algorithm.

Given the importance of L, Fig. 1 is not quite suitable as a diagram for
how we traverse Pascal’s triangle. Instead we must separate each (N,T") into
a set of nodes with all different possible values of L (dependent on the binary
expansion of (Zj\f), so between 0 and log N nodes): Once again, the streaming

(g1 =1
L=0

n
1

-
n

0, 1 0, 1 0, 1
(@) =1 (=1 (3) =11 (3)=1
L=0 L=0 L=0 L=
L=1 L=1

o, 1 o 10 | 0 1
(3 =1 (1)=100| |(3)=110| |(]) =100 | (4)=1
L=0 L=2 L=1 L=2 L=0

L=2

Figure 5: This diagram shows the basics of how sequentially running Elias’s

protocol corresponds to traversing Pascal’s triangle. From any particular node,

the user travels down the triangle by drawing bits b and branching left when
= 0 and right when b = 1, updating N, T, and L in the process.

implementation of Elias’s protocol, developed in both its classical and quantum
forms by Blume-Kohout et. al. [8], can be thought of as a set of rules for
traversing this triangle.

The rules for N and T are simple. We update N by adding one for every
new bit. We update T' by adding one if our new bit is one.

L is more complicated because it represents the number of random bits we
have output and also labels the bin containing the string we have drawn so far.
In our discussion of Elias’s block protocol we showed how the bins corresponded
to digits in the binary expansion of (]q\f) L thus can be seen as a digit in a
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binary number. Recall that by eq. 2

N\ (N-1 n N -1

T) \T-1 T )
We update L by a process exactly analogous to binary addition. We send L = Ly
to L = Lo+ 1 whenever the addition of eq. 2 involves adding two 1s in the Lgth

digit. In other words, we update L whenever a “carry bit” is produced in the
2Ls place of the addition. For notational convenience we define

N - N
<T)L = the Lth digit of (T) (68)

This can happen in one of three ways. Case 1 (Figure 6) is where we have

(NITI)LO = (17\5:11)% = 1, and no carry bits coming in from lower digits of the

addition. In this case, we know we have two nodes leading into (1%[), and we

Lo N-1 -
-} = r)=---1... =1
Jweede Pan] P
T - = = om = = om 1 o
T N\’/ 1
M) =..1.... <TL);-L;+-1--.

Figure 6: Case 1. Producing a carry bit in binary addition corresponds to
emitting a random bit (denoted by red square) in Elias’s streaming protocol.

(qul)LO = (JJY:%)LO = 1 corresponds to two L = Lg bins at (Nqu) and (g:ll)

from which we are equally likely to reach (]:,Y)

know by the permutation invariance of types we are equally likely to have come
from either one by drawing b = 0 or b = 1 respectively. Therefore, we can output
b as a perfectly random bit.

In case 2 (Figure 7) we have (N:Fl) Ly = (]C’Y:ll)LO =1 AND there is a carry
bit coming in from a lower digit of the addition. Although we end up with a
carry bit in the Loth place while doing the addition, it never combines with any
other bit; it just becomes a new bin at Ly in addition to the new bin we find
ourselves in at Ly 4+ 1. Therefore we can still output b as a perfectly random
bit.

Case 3 arises when (N:;I)LO 4 (N*1

T—1
but there is a carry bit coming in from the (Lo — 1)st digit. In these cases, we
can definitely output b for the addition in the (Lo — 1)st place, but if that carry
bit is going to combine with the one in the Lyth place, what do we output? We
only have one input bit b to output, and we’ve already used it.

Notice that the bit we output if we are coming from the Loth place constrains
our choice. From the perspective of the Loth place, we have already outputted

)L =1, i.e. when only one of them is 1,
0
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4 G)= LD = L = %)=

N1y = L=lo-1 L=Lo L=Lg L=Lo-1
(1 = | .
0=l oy 2

Y=o (M=
L=Ly L=Lo+1

Figure 7: Case 2. Another situation in which we output random bits in corre-
spondence with producing carry bits in binary addition. If we have carry bits
coming from both the (Lo — 1)st and Loth places, they both create new bins at
the Loth and (Lo + 1)st places without interfering with each other.

Lo Lot =0t D=1 Y=
&) = .. O] . ST I T |
+ (%) = EH - L2
T P . 7 1]
N Lt (M=t
(M =..1.... el 3
Lo Lo-1 A= ) f = (YY) =01
¢ = .. L=1, L=Lo-1 Lelo-1
- - 1 0
+ (V) =L .. * ! N
Lo+t N
Ny — (%)=..1....
(=0 b

Figure 8: Carry bit case 3. Even if we don’t have two 1s in the Lgth place, we
can still produce a carry bit at (Lo + 1) if there is another carry bit coming up
from the (Lo — 1)st place.

Ly random bits, and we’re about to output b. To make b random, we must
output its opposite on the carry path from the Ly — 1st place. For the top
subcase in Fig. 8, this means the bit denoted “?” must be 1, and for the
bottom it must be 0. In both cases, the only bit that satisfies these criterion is
(NT_l)LO—r Therefore we output (NT_l)L0—1 instead of an input bit, if we are
forced to output a bit in a place we have reached via a carry path.

How do we detect these three cases? If the result of our addition, (J:,\f) (which
we can calculate before updating L), ends up with 0 in its Loth digit, that tells
us we had to add exactly two 1s in the Lgth place. This covers case 1 in which
both (?:%)LO and (NT_l)LO = 1 with no incoming carry, as well as case 3 in
which only one of them is 1 but there is an incoming carry bit. However, it
does not cover case 2, in which both (JZY:ll)LU = (Njfl)LO = 1 and there is an
incoming carry bit from a lower digit. In this case, the result of the addition will
have 1 in the Lgth place even though there were at least two ways of reaching
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Two non-camyhbits, one camy bt H-1 ) — 1
_ T-1+6 f L
Two non-camryhbits i

Omne non-carry bit, one carry bit G )L‘:‘ 1

Figure 9: Graphical illustration of how boolean conditions (TZX I—&l-b)L =1 and
0
(N

T)Lo = 0 together fully cover the three cases (illustrated in figs. 6, 7, and 8)
under which we must update L and output a random bit.

(N, T, L). We need another condition to check for case 2.
Consider what happens when (Tjiil_b) Lo = 1. Although in the quantum case
we are working with superpositions, we can say that we reached our current state
(N,T) from (N — 1,7 — b). The state from which we did not reach (N,T) is
thus (N —= 1,7 - (1—-10)) = (N —-1,T —1+4b). We know simply by virtue of
the fact that we arrived at state (N, T, Lg) that (N — 1,7 —b) has 1 in its Loth
digit. If (N — 1,7 —1+0) also has 1 in its Loth digit, that means there are two
non-carry bits and possibly a third carry bit in our addition. We must update
L and output b whenever (TIXIL))L =1lor (17\{) Lo = 0.

After outputting b, we must check to see if it will combine with any 1s in
higher digits, which requires a loop over the remaining digits. What is the loop
condition? If we have just emitted a carry bit at L = Ly, and we find that the
Lgy + 1st bits of (]}7:11) and (NT71) are the same, then we should stop looping
(as that indicates one of the first two cases discussed in this section or a case in
which both are 0). However, if there is only one non-carry bit (i.e. if (N_l

Tfl) Lo+1
and (V1) 1o are different), then we must fuse with it and output () IS

T )L
new random bit. Then we must check the loop condition again. °
We can now condense this discussion into a concise statement of Blume-
Kohout et. al.’s streaming version of Elias’s protocol:

Elias’s Streaming Protocol

1. WHILE( input stream not empty ) DO
2. {

3 Read a bit b from input stream.

4. Update N - N+1landT — T +b.

5T () =00r (1), = D
6. {
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7. output b and set L — L+ 1.

8. wHILE ( ("), #(32)),)

9. output (qul)L and set L — L+ 1.
10. }

11. }

as well as Figure 10, an updated version of Figure 5 that illustrates the paths
we must take to get from node to node.

(2 =1
L=0
0 1
(o) =1 (1) =1
L=0 L=0
0 \/ 1
() =1 (f)=10 ()=
L=0 L=1 =0
0 ! 0 1 0 1
@=1 | GQ=11] Q=1 =1]](H=11]](E)=1
L=0 = = L=1 L=0 L=0
) 10 1 0
1) n o | 0, 1O !
(3 =1 (1) =100 (8 =11 (3)=11 (3) =100 (H=1
L=0 L=2 L=1 L=2 L=2 L=0

Figure 10: Blume-Kohout et. al.’s implementation of Elias’s streaming protocol
from N = 0 to N = 4. Starting at N = 0,7 = 0 at the top of the diagram,
we draw bits b and move downwards, taking the left path if b = 0 and the right
path if b = 1. Whenever we reach a red square, we output the bit corresponding
to our current path. This output bit is always b unless parenthesized, in which
case it is (N;I) . Assuming we draw b from an I.I.D. source, our output bit
will be perfectly random in the classical case and completely entangled with its
distant pair in the quantum case.

In terms of physical implementation, all we need is a coherent variable length
output tape, three quantum registers for N, T, and L each of size O(log N),
and other apparatus capable of performing basic logical operations and calcu-
lating specific bits (not the entirety) of (7). Blume-Kohout et. al. discuss the
requirements in detail, but it suffices to say here that this streaming version of
Elias’s protocol can be implemented with current or near-future technology.

There are limitations on how we can use this algorithm that Blume-Kohout
et. al. do not fully comment on. The way Elias’s streaming protocol outputs
data is by pushing EPR pairs onto a variable length output tape. However,
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if Alice or Bob want an EPR pair, they cannot just grab one off the output
tape without disrupting the algorithm’s operation. Even if we implement the
tape as a kind of stack, where we can push as many qubits as we like onto
it and pop qubits off without learning the length of the tape, we nevertheless
learn something when we pop a qubit off the tape: either we failed to pop a
qubit, and the number of qubits on the tape is 0, or we succeeded, and the
number of qubits on the tape is nonzero. Either of these outcomes will disrupt
the protocol. Blume-Kohout et. al. discuss the implications of failing to pop a
qubit, but they do not consider the similarly disruptive effects of success.

The number of qubits on the tape is L. The quantum register representing
L must remain in a coherent superposition of different values so that paths from
all nodes may interfere with one another to produce random results. As we get
further and further into the triangle, each new bit’s randomness depends on
the equal likelihood of an increasing number of paths from all nodes, including
some with . = 0. Once we pop an EPR pair, we learn that L > 0. As soon as
we do that, the algorithm is doomed to fail, because all paths stemming from
L = 0 bins can no longer interfere with others. For example, if we successfully
pop an EPR pair off the tape at N = 2 (telling us L = 1 and our string is
“01” or “10”), then when we reach N = 4, the string “0010” is no longer as
likely as “0100.” Those two paths cannot interfere to form new random bits at
(é\f) = (‘11) = 100. But the algorithm still thinks they are. It reaches (]q\f) = 100,
sees that the (L = 1)st element is 0, and decides to output b = 0. But b is not a
random bit because there is no other path outputting 1; the algorithm outputs
an incorrect value.

If Alice or Bob try to pop off an EPR pair at any point, errors like this will
eventually crop up. If they measure at N = 2, the first potential error occurs at
N = 4. If they measure at N = 4, the first potential error occurs at N = 7. As
N gets very large, the probable value of L increases (so the disruption created
by measurement decreases), and it will most likely take longer and longer for
the first potential error to appear (and perhaps longer still for those errors to
become likely). Nevertheless, errors will definitely occur if Alice and Bob do
anything that gives them information about L, the length of the output tape.
Furthermore, even if Alice does nothing wrong, Bob’s mistaken measurement
will disrupt Alice’s results as well. Blume-Kohout et. al. recognize the danger
in looking for an EPR pair and finding none, so they suggest an “incubator”
strategy to avoid problems by always making sure there are at least a few qubits
on the output tape before popping one off. However, this only exacerbates the
problem; if Alice or Bob must pop qubits off the output tape, they definitely
don’t want to learn that there are at least a few; they only want to learn that
there is at least one.

However, despite these limitations, Alice and Bob can use Elias’s streaming
protocol to transform sets of identical and partially entangled qubits into EPR
pairs using only local operations, provided they work in the Schmidt basis.
The streaming Elias protocol presented here and in [8] is effectively a classical
algorithm made universally quantum by our ability to estimate the Schmidt
basis with trivial loss of entanglement.
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4.2 3 Qubit Entanglement Concentration

Let Alice, Bob, and Chester each have one qubit. If each of those qubits are
in pure states |A), |B), and |C) respectively, then the joint state of the system
[¥) i 18 just |A) ® |B) ® |C) (product state) and measuring any of their qubits
will not affect the others. There is no entanglement between the qubits of Alice,
Bob, and Chester.

In general there is entanglement between (two or more of) the three qubits
whenever this is not the case. However, there are multiple types of such en-
tanglement. It is possible Alice and Bobs qubits are entangled but only with
each other, and not with Chesters. There are three types of such bipartite
entanglement for three qubits,

|A) ® (|B1>®|C1>+BQ>®|CQ>>, (69)
|B) @ (|A1> ®|Cy) + |A2) ® |Cz>>, (70)
|CY ® (|A1>®|B1>+|A2>®|Bz>>. (71)

In Egs. 69, 70, 71, measuring Alice’s, Bob’s, and Chester’s qubits respectively
will have no effect on anyone else’s qubits; but measuring either one of the two
remaining qubits will affect the third.

The most general situation occurs when all three qubits have some sort of
entanglement relation, i.e. when any measurement of any party’s qubit will
affect both of the others. As Dur, Vidal, and Cirac show [12], there are two
inequivalent types of tripartite entanglement.

Two multipartite states are said to have inequivalent entanglement if they
cannot be converted into one another by local operations and classical commu-
nication (LOCC), even if we allow that conversion to have a chance of failure,
i.e. make those operations stochastic (SLOCC). States that can be converted
into one another by SLOCC are said to be SLOCC equivalent. In formulat-
ing and universalizing Elias’s protocol, we relied upon the fact that all states
of two qubits with nonzero entanglement are SLOCC equivalent to EPR, pairs.
This followed from special properties of the Schmidt decomposition of two qubit
states, which do not hold for three qubits.

In simple terms, some states of three qubits are representable as a super-
position of two product states, while others can only be represented as a su-
perposition of three or more. Since the minimal number of product terms for
any given state is invariant under SLOCC [12], three-qubit states that must be
written as a sum of at least three product states cannot be converted with any
chance of success into states that can be written as a sum of just two.

Within each of these categories, there are particular states that [12] labels
|GHZ) and |W) that may be thought of as representative:

|000) + [111)

IGHZ) = 7

(72)
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and

Wy = |001) + |0\?> + |100) (73)
3

If we divide state |GH Z) into any two subsystems, regardless which subsystems
we choose, they will be maximally entangled. State |GHZ) is also maximally
entangled with respect to the n-tangle, a commonly used entanglement measure
for states of many qubits. Subsystems of state |IW) are not maximally entangled
with each other, but two-qubit subsystems of |IW) retain a maximal amount of
entanglement between their qubits when the other qubit of |W) is measured
(inadvertently or otherwise). One application of |WW) states is discussed in Ap-
pendix B.

In the upcoming sections we will assume Alice, Bob, and Chester have a
source that outputs identical three-qubit states of known entanglement class
(GHZ in the next section, W in the one after). They each receive one qubit of
the three and can perform only local operations (perhaps with classical com-
munication) on them. The question of whether and how they can concentrate
the states they receive to GHZ or W states will be the subject of the rest of the

paper.

4.2.1 Elias’s Protocol and GHZ States

The most general form of a GHZ-class 3-qubit state is

) = VP la1) |b1) [er) + /1 —plag) [b2) [e2) , (74)

where Alice, Bob, and Chester respectively possess the state’s first, second, and
third qubits. |a1) are |az) not in general orthogonal, and similar for b and c.
This is a consequence of the result that there is no analogue of the Schmidt
basis for three qubits [12]. While we can write down

[¥) = A1 |a)) |¢lfc> + A2 |ab) |¢’gc>a (75)

where |a}) are orthogonal eigenvectors of p4 and ¢! are orthogonal eigenvectors
of ppC, we cannot in general further subdivide this such that |a;),|b;), and |¢;)
in eq. 74 are all orthogonal pairs of vectors.

For now we will assume Alice, Bob, and Chester possess many identical

copies of a state
[¥) = /p|000) + /1 —p|111).

We will briefly show that Von Neumann’s and Elias’s protocols are a means of
transforming many copies of |[¢) to |GHZ)s (72). Afterwards, we will discuss
the possibility of converting our general GHZ-class entangled state to this more
specific form.
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Assume Alice, Bob, and Chester draw two copies of |[¢) = /p|000) +
V1—p|111):

[V) @ |¢) = pl04050c)|04050c) + +/p(1 —p)|04050c) [1alplc)
+v/p(1 —p)|1alple) [04050¢) + (1 —p) [1alple) [1alple)

—  p|00), [00) 5 [00) . + /p(1 = p) [01) , [01) 5 [01) .
+vp(1 = p)[10) 4 [10) 5 [10) ¢ + (1 = p) [11) , [11) 5 [11) . (76)

Now each party performs a CNOT operation, with the second bit as target:

)@ ¢) — p|00),4100)5|00)c + V/p(1 = p)|01) 4 [01) 5 |01)¢,
+vVp(L = p)p[11) 4 [11) 5 [11) ¢ + (1 = p) [10) 4 [10) 5 [10)

- [p 104050¢) + (1 — p) 1A1310>] 1040500
V) [|0AoBoc> N |1A1310>} Lalplc). (77)

Conditional on Alice, Bob, and Chester’s second qubits each being |1), their
first qubits together form |GHZ).

If we trace out any two qubits from [¢), we find the third is in a state
p|0) (0] + (1 —p) |1) (1], which denotes an i.i.d. source. All of the same assump-
tions we made in applying Elias’s protocol for two qubit entanglement (effective
i.i.d. sources that are perfectly correlated) thus hold for the three qubits of |¢).
Furthermore we have shown quite explicitly that Von Neumanns protocol, the
N = 2 case of Elias’s protocol, works for |1)). Therefore, by the arguments of the
previous section, we can conclude that Elias’s protocol (optimally) transforms
states |¢) into |GHZ).

However, because |a;) and |ag) are not necessarily orthogonal, and similar
for b and ¢, there is no way for Alice, Bob, and Chester to reliably express

VP lax) [b1) [c1) + /1 —plaz) [b2) [c2)

as
VP 1000) + /T = p[111).

Since our three parties are separated in space, the only changes of basis they
may apply are those represented by local unitary operators Uy ® Up ® Ug.
No transformation of this form can make |a;) orthogonal to |as), or even
change the angle between them in Hilbert space. If we allow non-unitary op-
erations, say all invertible local operators or SLOCC, then we can transform
VP la1) |b1) [er) ++/1 = plag) |b2) [c2) to /p|000) ++/1 — p|111) or even |GHZ),
but not with unit probability [12]. Furthermore, it is not possible to do this with-
out some knowledge of a, b, and ¢, which may require entanglement-destroying
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measurement. Whereas in the two-qubit case we could always transform our
qubits to the Schmidt basis with negligible loss of entanglement, in the three-
qubit case there is no Schmidt basis that can be made common for all three
qubits by simple entanglement-preserving unitaries. This puts a fundamental
restriction on our ability to apply Elias’s protocol to GHZ-class three-qubit
states.

4.2.2 W States

W states are states |¢) of three qubits that cannot be expressed as a sum of two
product terms as in eq. 74. In general we can express them as a sum of three
product terms, but following [12] we can always express them in the following
useful form:

[¥) = Val04051c) + Vb |041500) + Ve [14050¢) +Vd[04050c) . (78)

The goal of an entanglement concentration protocol would be to concentrate
states of this form to states |W) (73). Because Alice’s, Bob’s, and Chester’s
qubits will never be perfectly correlated, adapting an algorithm like Elias’s
protocol to concentration of |WW) states does not seem viable.

However, we can use the fact that if Alice sees a |1), then Bob and Chester
will most certainly see |0) to move closer towards a potential algorithm. Let
Alice, Bob, and Chester each draw three copies of |¢), so the total state of the
system is [¢) ® [1) @ |¢) . Have each of them set their third qubit to the parity
of all three qubits, which is |1) when one or three of their qubits is |1). If each
party measures their third qubit to be |1), after this process, then we know that
Alice, Bob, and Chester each have exactly one qubit which is |1) and two qubits
which are |0). Furthermore, the amplitude of all such states is Vabe, so they
are all equally likely. The state of the system will thus collapse to

) — ;7[ 00) 4 101) 5 [10) . 4 [00) 4 [10) 5 [01)
+101) 4 [00) g [10) ¢ 4 [01) 4 [10) 5 00)

+110) 4 100) 5 [01) ¢ +[10) 4 [01) 5 [00) ¢ | [Lalplc) (79)

:217[ 104051¢) [04150¢c) + [04051c) |14050¢)

+ |0AlBOC> ‘OAOBlc> + |0AlBOC> |1AOBOC>

+ |1AOBOC> ‘OAOBIC> + |1AOBOC> |0AlBOC> |1AlBlc>

= 217[ 3|W)®|W) —104081¢)[04051¢)

— |0AlBOC> ‘OAlBOC> — |1AOBOC> |1AOBOC> |1AlBlC>
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This state is appealing because it is very close to |[W) ® [W) ® [111) and shares
many of its properties; the chance of Alice, Bob, or Chester measuring their
first or second qubits to be |1) is %, and any time one of them measures |1) in
their first or second qubit, the others measure |0) in their corresponding qubits.
Unfortunately, all three parties’ first qubits are entangled with their second
qubits. Eq. 79 is not a separable state; although we want corresponding qubits
between parties to be dependent, we need any two qubits belonging to one party
to be independent. This is not the case.

One would hope that, through some sort of additional work, perhaps involv-
ing additional measurements, we might be able to extract at least one |IW) state
from eq. 79. After all, it took two qubits for von Neumann’s protocol to extract
one EPR pair, so why not three qubits for this protocol to extract one copy of
|W)? However, what we hope this section has emphasized is that the mathe-
matical structure of entangled three-qubit messages is very different from that
of two-qubit messages, and many concepts we relied on for two qubits, such as
the Schmidt basis (not just decomposition), have no three-qubit generalization.
If a protocol for extracting |W) states eq. 79 from does exist, it may not have

any resemblance to protocols we used for two qubits.

5 Conclusion

In this paper we have considered a number of message sources, described them
mathematically, and have presented algorithms to compress and concentrate the
information and entanglement contained in their messages. Systems we have
considered include i.i.d. sources of bits, i.i.d. sources of qubits, configurations
of fermionic and bosonic grand canonical ensembles, and entangled pairs and
triplets of qubits divided among distant actors.

In Section 2 we gave an overview of a simple compression algorithm, meant
to compress bits and qubits from i.i.d. sources, that directly follows in the
classical case from Shannon’s coding theorem [10] and in the quantum case
from Schumacher’s [9]. We presented and explained Cleve and DiVincenzo’s
classical and quantum implementations of this algorithm [2].

In Section 3 we considered data obtained by measuring configurations of
fermions and bosons and found that it was independent but not identically
distributed, with the distribution given by the Fermi-Dirac distribution for
fermions and a geometric distribution for bosons. We were able to meaningfully
calculate an entropy for each system that described the amount of information
in bits observers gain from measuring their configurations. We cited Johnson
and Suhov’s proven result [3] that Lempel-Ziv compression (see Appendix A)
is an appropriate compression algorithm for such systems and commented on
alternatives.

In Section 4 we presented Blume-Kohout et. al.’s algorithm, based on Elias’s
randomness extraction protocol, for Alice and Bob to locally concentrate entan-
glement from a shared set of partially entangled pairs of qubits into EPR pairs
[8]. We pointed out a minor limitation on when Alice and Bob can access the
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protocol’s output. We also considered the problem of entanglement concentra-
tion for three qubits shared between three parties, and commented on limitations
within which any potential concentration protocol would need to work.

There are still numerous sources of information that we do not know how
to describe. For example, can we find some way of writing an aritrary quan-
tum system defined by a Hamiltonian H as a message source, and calculate its
entropy? And if so, what sorts of insights would an information-theoretic under-
standing of such physical systems impart about them? What sorts of insights
could it impart about the universe?

Some final thoughts: initial objections to quantum mechanics claimed that a
theory involving things like probability amplitudes and physical systems existing
in superpositions of different states (sometimes even superpositions of existence
and nonexistence) was somehow fundamentally unsatisfying. Rather than actual
superposition between two states, there must be some sort of hidden variable
that describes the “true” state, objectors insisted. This is more or less Einstein,
Podolsky, and Rosen’s argument, in their 1935 paper [1] that introduced ideas
of entanglement and even named the EPR pair upon which we draw so heavily
in this document. Hidden variable theories were eventually disproven, with the
alternative view of reality being one based on entanglement. We can understand
this paradigm shift from an information-theoretic perspective. If there was
going to be a variable, hidden or not, describing the state of a system, it would
need to be stored somewhere. Entanglement as a quantity describes how much
we learn about one system when we measure another. Thus for information
about the state of one physical system to exist, it must be localized in a second
physical system that is entangled with the first. Hidden variable theory assumes
that information about a particle’s state, i.e. a variable, exists independently
of other physical systems, but the entanglement-based view of information we
have presented in this paper fundamentally invalidates that assumption. All
information is stored in physical systems.

This perspective can give us insight into the nature of measurement. The
process of measurement in quantum mechanics is often represented as a dis-
crete event: an experimenter “performs a measurement” to discover the state
of the system, and his/her conscious knowledge of the system’s state coincides
with that state’s collapse into an eigenstate of the operator associated with the
measurement. But the collapse of the wavefunction is not dependent on any
individual’s conscious knowledge. What then constitutes a measurement? Ex-
actly when does the wavefunction collapse? We might guess it collapses when
information about a system’s state exists in the universe and is theoretically
accessible to an observer. If this is true, then a quantum state is considered
measured when it is entangled with its observer. States of physical systems
become entangled with others via laws of interaction, which physics attempts
to discover and describe. As Nielsen and Chuang argue ([7] p. 80), quantum
mechanics is merely a mathematical framework in which to describe these laws.
Measurement is simply the rapid spread of entanglement from one system to its
observer, which is a consequence of physical laws governing interaction. If the
entire universe could fit inside one qubit of an EPR pair, it would see another
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qubit whose state was definite.

To gain a greater understanding of how information moves through the uni-
verse is to move towards a deeper understanding of physics in general. This
paper has described the information-theoretic properties of a number of inter-
esting systems, but it is important to recognize how much more there is to learn,
and the scope of the knowledge we can gain from understanding information.
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A Classical Lempel-Ziv Compression

Lempel-Ziv is an umbrella term used to describe a wide variety of adaptive
variable-length encoding schemes, i.e. compression algorithms that get better
at compressing their input strings the further along they are in the encoding
process. Lempel-Ziv algorithms were first introduced in [13], but since then
many different variants have been written. In this section we will describe a
specific case of Lempel-Ziv that is particularly helpful for understanding Lempel-
Ziv algorithms in general, but keep in mind that there are many places where
we could alter the rules slightly and still obtain both asymptotically optimal
compression and an idiosyncratic Lempel-Ziviness of algorithm.

Johnson and Suhov [3] show that Lempel-Ziv is well suited to compressing
data from particular physical systems we discuss in Section 3. In this Appendix
we will just give an overview of a completely classical implementation of it.

Let us assume our input is the string

abaabaabaabaabaabaabaabaabaab.

We define a Lempel-Ziv compression algorithm as follows:

1. Initialize a dictionary (a data structure mapping strings to indices) with
all characters in our alphabet mapped to the lowest indices.

2. Begin at the start of the input.

3. Starting at our current location on the input, find the longest dictionary
match, and see how many times it repeats itself.

4. Add to the output the index or reference to that dictionary entry followed
the number of times it was repeated.
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5. Add a new entry to the dictionary, with index one higher than the most
recent addition, that represents the input just matched concatenated with
the symbol that broke the pattern.

6. Move our current location on the input forward to the symbol that broke
the pattern, and repeat from step 3 until we reach the end of input.

Let’s illustrate this process on our example input.

1. We initialize the dictionary to
a—0
b— 1.

2. We begin at
abaabaabaabaabaabaabaabaabaab.

e The longest dictionary match at current location is a — 0. It repeats
once.

e Add (0,1); to the output: (0,1);

e The symbol that broke the pattern was b. Add ab — 2 to the dictio-

nary.

3. Move to
abaabaabaabaabaabaabaabaabaab.

e The longest dictionary match at current location is b — 1. It repeats
once.

e Add (1,1); to the output: (0,1);(1,1);

e The symbol that broke the pattern was a. Add ba — 3 to the dictio-

nary.

4. Move to
abaabaabaabaabaabaabaabaabaab.

e The longest dictionary match at current location is a — 0. It repeats
twice.

e Add (0,2); to the output: (0,1);(1,1);(0,2);

e The symbol that broke the pattern was b. Add aab — 4 to the

dictionary.

5. Move to
abaabaabaabaabaabaabaabaabaab.

e The longest dictionary match at current location is ba — 3. It repeats
once.

e Add (3,1); to the output: (0,1);(1,1);(0,2);(3,1);
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e The symbol that broke the pattern was a. Add baa — 5 to the
dictionary.

6. Move to
abaabaabaabaabaabaabaabaabaab.

e The longest dictionary match at current location is ab — 2. It repeats
once.

e Add (2,1); to the output: (0,1);(1,1);(0,2);(3,1);(2,1);

e The symbol that broke the pattern was a. Add aba — 6 to the
dictionary.

7. Move to
abaabaabaabaabaabaabaabaabaab.

e The longest dictionary match at current location is aab — 4. It
repeats seven times.

e Add (4,7); to the output: (0,1); (1,1);(0,2); (3,1); (2,1); (4, 7);

e We reached the end of input, so we’re done.

Final dictionary:

a—0

b—1

ab — 2

ba — 3

aab — 4

baa — 5

aba — 6

Final output:

(0,1);(1,1);(0,2);(3,1)5(2,1); (4, 7);

Note that our output is a data structure, which makes a simple bitstring-to-
bitstring style compression a little more complicated, and in many cases makes
the output longer than the input. It is only in the case of asymptotically long
strings that our compression algorithm gives us a “good” compression rate (i.e.
to entropy).

Decompression is very similar to compression. If we now throw away most
of our dictionary, it turns out that as long as we know ¢ — 0 and b — 1 we can
reconstruct our entire input from just our output. In this sense Lempel-Ziv has
a fundamental reversibility, which ends up displaying a surprising symmetry.

The decompression algorithm is as follows:

1. Initialize a dictionary with all characters in our alphabet mapped to the
lowest indices.

2. Begin at the first entry of the compressed input list.

3. Look up what dictionary entry is being referenced. Let’s call it X. See
how many times it repeats, and add that to the decompressed output.
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4. Look ahead to the next entry of the compressed input list and see what
dictionary entry it references. Let’s call it Y.

5. The first letter of Y is what must have broke the pattern when we initially
constructed the dictionary during compression. Concatenate X with the
first letter of Y and add it to the dictionary.

6. Move our current location on the compressed input list to the next entry,
and repeat from step 3.

Note the strong similarity of the decompression algorithm to the compression
algorithm. Let’s use the same example to illustrate decompression:

1. We initialize the dictionary to
a—0
b— 1.

2. We begin at
(0,1);(1,1);(0,2); (3, 1); (2, 1); (4, 7);
e Current entry (0, 1); implies a — 0 repeats once.
e Add a to the output: a
e Next entry (1,1); references b — 1.
e First letter of b is b. Add ab — 2 to the dictionary.
3. Move to
(0,1);(1,1);(0,2); (3,1); (2,1); (4, 7);
e Current entry (1,1); implies b — 1 repeats once.
e Add b to the output: ab
e Next entry (0,2) references a — 0.
e First letter of a is a. Add ba — 3 to the dictionary.

4. Move to
(07 1); (17 1); (0,2); (37 1); (2’ 1); (4a 7)7

Current entry (0,2) implies a — 0 repeats twice.
Add aa to the output: abaa

Next entry (3, 1) references ba — 3.

First letter of ba is b. Add aab — 4 to the dictionary.

5. Move to
(0,1); (1,1):(0,2): (3,1); (2,1); (4, 7);
e Current entry (3,1) implies ba — 3 repeats once.
e Add ba to the output: abaaba

e Next entry (2,1) references ab — 2.

46



e First letter of ab is a. Add baa — 5 to the dictionary.

6. Move to
(0,1);(1,1);(0,2); (3,1); (2,1); (4, 7);

Current entry (2,1) implies ab — 2 repeats once.

Add ab to the output: abaabaad

Next entry (4,7) references aab — 4.

o First letter of aab is a. Add aba — 6 to the dictionary.

7. Move to
(0,1);(1,1);(0,2); (3,1); (2,1); (4,7);

e Current entry (2,1) implies aab — 2 repeats seven times.

e Add aabaabaabaabaabaabaab to the output: abaabaabaabaabaabaabaabaabaab

e We reached the end of input, so we’re done.

Final dictionary:

a—0

b—1

ab — 2

ba — 3

aab — 4

baa — 5

aba — 6

Final output:

abaabaabaabaabaabaabaabaabaab

This rather laborious example hopefully makes clear the beautiful adaptability
and the fearful symmetry of Lempel-Ziv. In both compression and decompres-
sion we construct the same dictionary and use it in a similar manner.

B W State Password Generation

This appendix briefly describes an application of |W) states to cryptography
and password generation.

Assume Alice, Bob, and Chester each have N qubits, each of which forms
a W state with corresponding qubits in possession of the other parties. Each
also has a random string of N classical bits, a, b, and ¢ respectively, that they
privately generate. Alice, Bob, and Chester then begin to measure all of their
qubits. When Alice measures qubit 4, she measures it in the X basis if a = 0
and in the Z basis if @ = 1. She records her result as 0 or 1, depending on
the result of the measurement, and moves on to the next qubit. By doing so
she creates a new string of result bits, s,. Bob and Chester do the same, using
strings b and c respectively, to produce strings s, and s..
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After all qubits have been measured, Alice, Bob, and Chester send their
classical bit strings a,b, and ¢ to one another. They then save all qubit mea-
surement results in their strings s for which @ = b = ¢. They throw away every
other entry of s. At the end of this process, they will be left with strings of
approximately % bits. At any index in these strings, two of those strings will
be 0 and the third will be 1. If any two of Alice, Bob, and Chester ever com-
pare these strings of qubits, they will have some probability of seeing 01, some
probability of seeing 00, but no probability of ever seeing 11.

Alice, Bob, and Chester can use this as a password system to ensure private
communication. To access some piece of private information, a party must
submit a long password string that does not need to match Alice, Bob, or
Chester’s strings exactly, but must be compatible with it. In other words, when
Alice, Bob, or Chester compare the other party’s string to theirs, there must
never be any instance in which both strings are 1 at the same index.

Now, one could simply submit a string of all Os in this case, which would
always be compatible with any party’s string, but Alice, Bob, and Chester can
communicate to each other the type of their strings as well. This type will vary
between the three of them, but Alice, Bob, and Chester can confirm among
themselves that none of them have a sparse string, and can privately or publicly
set a lower limit on the type of the string that any other agent submits, without
loss of security. With this restriction it is highly unlikely that anyone other than
Alice, Bob, or Chester could submit a valid password.

If a fourth party Eve attempts to eavesdrop on their measurements of qubits,
then she will inevitably disrupt these measurements, introducing situations in
which correlations between Alice, Bob, and Chester’s qubits weaken. Alice,
Bob, and Chester can account for this possibility by publically comparing a
certain fraction of their final strings after running their protocol, and if these
fractions of strings are not properly correlated, they can intuit that someone
was eavesdropping and not use the password for anything that must be secure.
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